
Decision Making
Stackelberg game & Bayesian persuasion in Machine Learning
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Recap

Rationality Axioms on Agent’s Preferences
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Utility and Preferences



Recap

Utility construction for uncertaintyUtility construction with rational preferences
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Utility

• , such that 


• 


•

U : ℛ → ℝ

r1 ≻ r2 ⟺ U(r1) > U(r2) ∀r1, r2 ∈ ℛ

P1 ≻ P2 ⟺ 𝔼r∼P1 [U(r)] > 𝔼r∼P2 [U(r)] ∀P1, P2 ∈ Δ(ℛ)
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Stackelberg game
in Strategic Classification

• Given a distribution  over a population , a cost function , and a target classifier 
:


1. Decision maker (DM) publishes a classifier .


2. Decision subject (or agent) observes their initial value  and produces a new value , for 
some strategy .


• DM’s payoff: 


• Agent’s payoff: 


• DM’s expected utility: 

D 𝒳 c : 𝒳 × 𝒳 → ℝ+

h : 𝒳 → {−1,1}

f : 𝒳 → {−1,1}

x0 ∼ D x′ = ψ(x0)
ψ : 𝒳 → 𝒳

rDM( f, x0) = 1 {h (x′ ) = f (x′ )}
rAg(x0, ψ) = f (x′ ) − c (x0, x′ )

𝔼x0∼D [rDM( f, x0)] = 𝔼x0∼D [1 {h (x′ ) = f (x′ )}]
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No uncertainty in !rAg
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Stackelberg game
Equilibrium

• DM’s expected utility: 


• Agent’s payoff: 


• Stackelberg equilibrium (subgame perfect Nash equilibrium):


• Agent’s best response: 


• DM’s optimal strategy: 

𝔼x0∼D [rDM( f, x0)] = 𝔼x0∼D [1 {h (x′ ) = f (x′ )}]
rAg(x0, ψ) = f (x′ ) − c (x0, x′ )

ψ(x0) = arg max
x∈𝒳

f(x) − c(x0, x)

f* = arg max
f:𝒳→{−1,1}

𝔼x0∼D [1 {h (ψ(x0)) = f (ψ(x0))}]
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Stackelberg game

• Stackelberg equilibrium:


• Agent’s best response: 


• DM’s optimal strategy: 


 DM requires knowledge of .  Intersection between Decision Making and 
Machine Learning!

ψ(x0) = arg max
x∈𝒳

f(x) − c(x0, x)

f* = arg max
f:𝒳→{−1,1}

𝔼x0∼D [1 {h (ψ(x0)) = f (ψ(x0))}]

⇒ ψ ⇒
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Bayesian Persuasion

1. The sender observes the realised state of the world , and produces a signal 
.


2. The receiver observes , the signalling policy , and the prior .


• For any utility function ,


• The receiver’s subjective expected utility: ,


• The receiver’s posterior belief: 

θ ∼ Π
σ ∼ S(θ)

σ p(σ |θ) Π

ureceiver(a, θ)

𝔼θ̃∼Π′ [ureceiver(a, θ̃) σ]
Π′ (θ̃ ∣ σ) ∝ p(σ |θ)Π(θ)
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Bayesian Persuasion

• For any utility function ,


• The receiver’s subjective expected utility: ,


• The receiver’s posterior belief: 


• The receiver’s optimal action: 


• A straightforward signalling policy  is such that:


• 


 The class of straightforward signal policy  is sufficient to rationalise any receiver’s behaviour.

ureceiver(a, θ)

𝔼θ̃∼Π′ [ureceiver(a, θ̃) σ]
Π′ (θ̃ ∣ σ) ∝ p(σ |θ)Π(θ)

a* := arg max
a∈𝒜

𝔼θ̃∼Π′ [ureceiver(a, θ̃) σ]
S(θ)

a′ := arg max
a∈𝒜

𝔼θ̃∼Π′ [ureceiver(a, θ̃) σ = a′ ] ∀a′ : p(σ = a′ |θ) > 0

⇒ S(θ)
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Bayesian Persuasion for Algorithmic Recourse

• Given an agent with the initial value , the cost function , and the target classifier .


• Given a decision maker (DM) with a classifier  and a (stochastic) signalling policy :


1. Agent reports  to the DM.


2. DM publishes .


3. Agent produces a new value , for some strategy .


• DM’s payoff: , e.g., 


• Agent’s payoff: , e.g., 


• DM’s expected utility: 


• Agent’s expected utility: 

x0 ∈ 𝒳 c : 𝒳 × 𝒳 → ℝ+ h : 𝒳 → {−1,1}

fθ := sign(x⊤θ) S : Θ → 𝒳

x0

xr ∼ S(θ)

x′ = ψ(x0, ar) ψ : 𝒳 × 𝒳 → 𝒳

rDM(x′ ) rDM(x′ ) = 1 {h (x′ ) = fθ (x′ )}
rAg(x′ ) rAg(x′ ) = fθ (x′ ) − c (x0, x′ )

𝔼ar∼S(θ), θ∼Π [rDM(x′ )]
𝔼θ∼Π′ [rAg(x′ ) xr]
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Bayesian Persuasion for Algorithmic Recourse

• DM’s expected utility: 


• Agent’s expected utility: 


• Bayesian incentive-compatibility (BIC):


• .


•  is BIC.

𝔼ar∼S(θ), θ∼Π [rDM(x′ )]
𝔼θ∼Π′ [rAg(x′ ) xr]

𝔼θ∼Π′ [rAg(x′ = xr) xr] ≥ 𝔼θ∼Π′ [rAg(x′ = x∙) xr] ∀xr, x∙ ∈ 𝒳

S(θ)
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Bayesian Persuasion for Algorithmic Recourse

• DM’s expected utility: .


• BIC constraint: .


• DM’s optimal strategy:





s.t.   is BIC

𝔼ar∼S(θ), θ∼Π [rDM(x′ )]
𝔼θ∼Π′ [rAg(x′ = xr) xr] ≥ 𝔼θ∼Π′ [rAg(x′ = x∙) xr] ∀xr, x∙ ∈ 𝒳

max
S

𝔼ar∼S(θ), θ∼Π [rDM(x′ )]
S
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Bayesian Persuasion for Algorithmic Recourse
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